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intelligence (AI), and is also set to accelerate the development of robust post-quantum cryptographic solutions. This
talk explores how cutting-edge AI techniques are addressing challenges within QC across the hardware and
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Yarkin Doroz
Product Manager at NVIDIA

January 15 and 16, 2025 - Austin, TX (US) | Online

PKI Consortium Inc. is registered as a 501(c)(6) non-pro�t entity (“business league”) under Utah law (10462204-0140) | pkic.org

https://www.ssl.com/
https://pqshield.com/
https://www.hidglobal.com/
https://www.keyfactor.com/
https://www.entrust.com/


Accelerated Quantum Supercomputing and Post-
Quantum Cryptography

Yarkin Doroz – Product Manager

Post-Quantum Cryptography Conference PKI Consortium 



Generative AI

Deep Learning

Scientific Computing

Computing Revolutions



Generative AI

Deep Learning

Scientific Computing

Quantum Computing

Computing Revolutions



NVIDIA is not building
Qubits



NVIDIA is building all 
Accelerated Quantum Supercomputers



The Accelerated Quantum Supercomputer

• Supercomputing architecture connecting 
quantum hardware

• Ability to run hybrid algorithms - using 
GPUs and QPUs

• A software platform that seamlessly 
connects hybrid applications

• The ability to perform qubit-agnostic 
development of control and error 
correction



Quantum Computing Needs Accelerated Computing

Accelerated application 
development

AI assisted circuit design

Dynamical simulations

Noise modeling

AI SC for QC Development

Quantum Error 
Correction

Hybrid algorithms and 
applications

AI for 
  - Calibration
  - Control
  - Readout
  

AI SC for QC Deployments



Qubits Accelerated Quantum 
Supercomputers

Better quantum 
hardware Hybrid algorithms Implementing QEC Infrastructure 

challenges

AI supercomputing

Accelerating the Journey From Qubits to Supercomputers



Bringing AI to quantum computing

AI Supercomputing

AI

Accelerated quantum
applications development

Accelerated quantum
hardware development
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The Generative Quantum Eigensolver
First demonstration of GPT-generated circuits

• The generative quantum eigensolver acts like a Large 
Language Model – but generating quantum circuits from 
quantum operations, rather than sentences from words.

•Using a generative model like GPT to create quantum circuits 
avoids the limitations of traditional variational quantum 
algorithms

Solution

•Variational quantum algorithms offered promise for running 
drug-discovery applications on small quantum devices - but 
suffer from serious optimization issues.

•Many of these problems are tied to how circuits are 
parametrized.

Challenge

+CUDA-Q +

40X
Speedup over CPU 
when running GQE  

on GPU

Can be extended
to various 

application areas

New approach in
Using AI for building

quantum applications



Quantum Computers and Quantum Algorithms

• Quantum Computers compute using qubits

• Quantum gates operate on qubits to run Quantum Algorithms

• Phenomena like superposition and entanglement allow qubits to accelerate some 
computations

Two main Quantum Algorithms Related to Cryptography:

• Grover’s Algorithm

• Quantum Search Algorithm

• Search for an input in an unstructured database 

• Reduces complexity from 𝑂 𝑁 → 𝑂( 𝑁)

• Shor’s Algorithm

• Quantum Algorithm for Integer Factorization

• Factorize a given integer into its prime factors

• Reduces complexity from 𝑂 𝑁 → 𝑂 (log2𝑁) 



NIST PQC Standardization Timeline
Urgency for New Cryptographic Solutions

NIST PK-PQC Call

(Dec 2016)

Round 1 Submissions

KEM: 59

DSA: 23

(Nov 2017)

Round 3

Main Candidates

KEM: 4

DSA: 3

Alternatives

KEM: 5

DSA: 3

(July 2020)

Round 2

KEMS: 17

DSA: 9

(Jan 2019)

Finalists

KEM: 1

DSA: 3

(July 2022)

Round 4

KEM: 4

(July 2022)

Additional DSA – Round 1 

DSA: 40

(June 2023)

Additional DSA – Round 2 

DSA: 14

(Oct 2024)



NIST PQC Transition Timeline

Algorithms Parameters Depreciate Disallowed

ECDSA, EdDSA, RSA 112 2030 2035

ECDSA, EdDSA, RSA 128 - 2035

Finite Field/Elliptic Curve DH and 
MVQ, RSA 

112 2030 2035

Finite Field/Elliptic Curve DH and 
MVQ, RSA 

128 - 2035



Critical Applications Demanding High-Throughput Post-Quantum Cryptography

Key Sectors Protocols

Cloud Service Providers

Content Delivery Networks (CDNs)

Financial Institutions

Telecommunications Companies

Military and Government Applications

Blockchain Companies

Healthcare Systems

Big Data Analytics Companies

Autonomous Systems

Network Equipment Providers

Internet of Things (IoT) Companies

TLS (Transport Layer Security)

IPsec (Internet Protocol Security)

SSL (Secure Sockets Layer)

SSH (Secure Shell)

HTTPS (Hypertext Transfer Protocol Secure)

GSM/3G/4G/5G Encryption Protocols

SNMPv3 (Simple Network Management Protocol version 3)



cuPQC

High 
Performance

Flexibility

NIST 
Standardized 
Algorithms

Side-Channel 
Secure

Crypto-Agility

GPU based PQC Library Considerations 
Our considerations when creating cuPQC



GPU Hardware Optimizations

• Certain mathematical subroutines are suitable for 
parallelization

oNumber Theoretic Transform 

• Shared Memory used for collaboration of cores and 
accelerate mathematical subroutines 

o This space allows threads to work together to solve a larger 
problem.

• Optimization techniques to allow register-heavy 
components to be spread across multiple threads.

• Limiting data transfers between the CPU and GPU

o CPU main memory transfers over PCIE take up valuable clock 
cycles.

• ML-KEM and ML-DSA are register-use heavy and can limit 
utilization. 

o Hashing algorithms utilizing Keccak, random sampling, and 
others. 

o Algorithms need to be reorganized with hardware 
considerations. 

SM-0 SM-1 SM-(N-1)

Registers Registers Registers

Shared Mem Shared Mem Shared Mem

L2 Cache

Global Memory (DRAM)



GPU Parallelism: Natural Noise Enhances Security Against Side-Channels

The thousands of 
processing cores in GPUs 

Massive parallelism in 
arithmetic, cryptographic 
operations 

Thousands of 
simultaneous 

• Cache&Memory Accesses

• Arithmetic Operations

• Power Spikes

Causes garbled power, 
EM, memory traces

More resistant to side-
channel attacks

Only a small subset of known attacks 
apply to GPU threat model

Countermeasures: 
randomizing the algorithm's behavior 
masking the sensitive data



ML-KEM Benchmarks
ML-KEM-768



ML-KEM
(Batched in 1,000,000)

Decapsulation

Security Level
Amortized GPU Time

(𝜇sec)
Operations/sec

(in Millions)

ML-KEM-512
0.055 18.21

ML-KEM-768
0.121 8.25

ML-KEM-1024
0.133 7.47

Keygen

Security Level
Amortized GPU Time

(𝜇sec)
Operations/sec

(in Millions)

ML-KEM-512
0.049 20.36

ML-KEM-768
0.072 13.88

ML-KEM-1024
0.088 11.35

Encapsulation

Security Level
Amortized GPU Time

(𝜇sec)
Operations/sec

(in Millions)

ML-KEM-512
0.051 19.35

ML-KEM-768
0.103 9.69

ML-KEM-1024
0.125 7.95



ML-KEM Keygen Benchmarks
AMD EPYC 7313P 16-Core Processor vs NVIDIA H100 SXM5



ML-KEM Encapsulation Benchmarks
AMD EPYC 7313P 16-Core Processor vs NVIDIA H100 SXM5



ML-KEM Decapsulation Benchmarks
AMD EPYC 7313P 16-Core Processor vs NVIDIA H100 SXM5



ML-DSA Benchmarks
ML-DSA-65



ML-DSA
(Batched in 100,000)

Verify

Security Level
Amortized GPU Time

(𝜇sec)
Operations/sec

(in Millions)

ML-DSA-44
0.136 7.35

ML-DSA-65
0.202 4.95

ML-DSA-87
0.285 3.50

Keygen

Security Level
Amortized GPU Time

(𝜇sec)
Operations/sec

(in Millions)

ML-DSA-44
0.12 8.21

ML-DSA-65
0.16 6.38

ML-DSA-87
0.23 4.32

Sign

Security Level
Amortized GPU Time

(𝜇sec)
Operations/sec

(in Millions)

ML-DSA-44
1.30 0.76

ML-DSA-65
1.70 0.60

ML-DSA-87
1.76 0.57



ML-DSA Keygen Benchmark
AMD EPYC 7313P 16-Core Processor vs NVIDIA H100 SXM5



ML-DSA Sign Benchmark
AMD EPYC 7313P 16-Core Processor vs NVIDIA H100 SXM5



ML-DSA Sign Verify Benchmark
AMD EPYC 7313P 16-Core Processor vs NVIDIA H100 SXM5



Thank You!



Questions?


